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Abstract

Nickolas Papanikolaou, Joao Santinha
 Computational Clinical Imaging Group, Champalimaud Foundation, Centre for the Unknown, Lisbon, Portugal

Currently, there is a shift from visual interpretation 
of medical images, which is highly variable, to the ex-
traction of high-dimensional meaningful data the so 
called Radiomic signatures that can be used in con-
junction with machine learning algorithms to predict 
clinical outcomes. Quantification of imaging biomark-
ers can be used to make predictions on whether a spe-
cific treatment will work for a specific patient, and 
can aid in differential diagnosis problems or may offer 
prognostic capabilities related to disease recurrence 
or relapse. Modern algorithms based on machine 
learning techniques can be used to provide automat-

ic or semi-automatic segmentation with minimal hu-
man interaction. Feature extraction is the calcula-
tion of texture and shape imaging features that can 
be used along with clinical biomarkers. Feature se-
lection is important to avoid overfitting and exclude 
redundant features improving the quality of data, by 
reducing their dimensionality. Following to that, mul-
tiple machine learning algorithms can be recruited 
in order to find the optimal that can provide with the 
best performance. Algorithms like Bays, linear regres-
sion, Support Vector Machines, Random Forests and 
others are currently used.

Review

Introduction
Molecular profiling by means of genome, proteome and 
metabolome is at the core of precision medicine. In cur-
rent clinical practice, tumours are monitored by inva-

sive biopsy and molecular profiling, but their spatial and 
temporal pathologic heterogeneity limits the ability of 
invasive biopsy techniques to capture their state fully 
[1-4]. Furthermore, the necessity of repeated, invasive 
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sampling may be burdensome to the patient, is expen-
sive, and limits the practical number of opportunities 
to monitor disease progression and treatment response. 

Medical imaging is a proven technology for the clinical 
assessment of cancer. It has served as a valuable clinical 
tool for several decades. Consequently, imaging is often 
viewed as an old technique, a misperception that, unfor-
tunately, has limited its potential and perceived effect on 
precision medicine. It is well known that tumours exhib-
it strong phaenotypic differences in patients that can be 
visualised by imaging [5-8]. A significant advantage of 
medical imaging is its ability to noninvasively assess can-
cer’s features, such as intra-tumoural heterogeneity, on 
a macroscopic level, at baseline and follow-up, from the 
primary tumour to potential metastasis. 

Currently, a hypothesis-driven research is the main-
stream methodology incorporating the selection of a sin-
gle or multiple imaging biomarkers targeting the im-
provement of specificity, trying to provide with prognostic 
information regarding treatment response or to monitor 
and guide therapy. Apparently, this strategy suffers from 
selection bias, and therefore there is a shift in cancer imag-

ing biomarkers to a more “holistic” approach by quantify-
ing and extracting myriads of imaging patterns including 
texture and shape features on a pixel by pixel basis, other-
wise invisible to the human eye. The latter methodology is 
summarised under the term Radiomics, and it’s the process 
where an intelligent algorithm is undergoing training with 
labelled data, then validation and testing are performed to 
determine the clinical performance answering a specific 
clinical question [9-12]. Radiomics refers to the process of 
extracting mineable, high-dimensional data from the rou-
tine, standard of care computed tomography (CT), magnetic 
resonance imaging (MRI), and positron emission tomogra-
phy (PET) images, using automatic or semiautomatic ex-
tracted data-characterisation algorithms. 

The Rise of Radiomics
Tumour histology classification is based on biopsy, that 
is invasive, destructive (reducing the number of mon-
itoring opportunities) and suffers from poor cost effi-
ciency. Biopsy sampling of a random spatial subregion 
of a tumour at a single time point may not be able to re-
flect the complex tumour state accurately [13]. Further-

Fig. 1. Radiomics Platform developed by the Computational Clinical Imaging Group at the Centre for the Unknown, Champali-
maud Foundation. The platform can be used to process multi-modality data, including plain CT, MRI, PET-CT, as well as paramet-
ric functional maps like ADC, Ktrans, SUV etc.
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more, it is well known that a hallmark of tumours is their 
spatial and temporal heterogeneity. On the other hand, 
imaging provides an opportunity to extract valuable in-
formation regarding tumour characteristics in a non-in-
vasive way. It’s not subjected to bias selection, since the 
entire tumour can be assessed multiple times during 
the course of the disease (before, during and after treat-
ment). However, currently imaging evaluation is based 
on the subjective opinion of radiologists, is time consum-
ing, varies significantly protocol-wise and therefore suf-
fers from low reproducibility. These are the main driving 
forces for the development of Radiomics, where there is 
an effort to infer from macroscopic based imaging fea-
tures, tumour histological subtypes and proteo-genom-
ic patterns [14]. Machine learning methods are used to 
build, train and validate models that can aid in the pre-
diction and early stratification of patients, a concept that 
represents the core of precision medicine [15, 16].

Recent developments in the fields of machine and deep 
learning are offering opportunities in the area of robust al-
gorithms that could be used to assess more objectively crit-
ical clinical questions in oncologic patients. Currently, re-
search efforts are focused on developing such algorithms 
and optimising the workflows for an easy, user-friendly ap-
plication in the clinical routine. A typical workflow of Ra-
diomics comprises image acquisition, lesion segmentation, 
feature extraction, feature selection, development and val-

idation of the predictive model (Fig. 1). In all phases, there 
are unsolved problems and challenges. In the image acqui-
sition part, we need to make sure that the raw information 
as provided on our images adds value to answer the clini-
cal question. In other words, we need to optimise our image 
acquisition protocols to contain as much as possible of val-
uable information and remove noise. Various image filters 
can be used to achieve the latter task, including exponen-
tial, Laplacian of the Gaussian (LoG) and others. 

One of the bottlenecks in Radiology when it comes to 
quantification of imaging biomarkers is the lesion seg-
mentation. Usually, the radiologist must trace the lesions 
in multiple images manually, which is time-consuming 
and results in low reproducibility. Modern algorithms 
based on machine learning techniques can be used to 
provide automatic or semi-automatic segmentation with 
minimal human interaction. 

The following step is feature computation or extrac-
tion, where texture and shape features will be calculated 
along with clinical biomarkers. Feature selection will be 
made to avoid redundant features and improve the qual-
ity of data, by reducing their dimensionality. Following 
to that, multiple machine learning algorithms are eval-
uated to select the optimal one that can provide the best 
prognostic power. Algorithms like Naïve Bays, linear re-
gression, Support Vector Machines, Random Forests and 
others are mostly used in Radiomics research. 

Fig 2. Various texture maps obtained from post contrast CT images in a patient with HPV positive oropharyngeal carcinoma.
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Non-imaging layers of information can be employed 
in the form of genomics, proteomics or metabolomics to 
explore correlations and interactions at a molecular lev-
el further. Apart from conventional anatomical imaging 
in the form of T1 and T2-weighted imaging, functional 
methods like DW MRI or DCE MRI can be used to assess 
specific components of the disease including angiogene-
sis, abnormal metabolism, hypoxia, and hypercellularity.

Setting up the models
A critical phase in a Radiomics project is the precise identi-
fication of the clinical question. The latter can be progno-
sis regarding treatment response, accurate subtype clas-
sification in a histopathological or molecular level, patient 
stratification regarding: i) toxicity of specific treatments 
(i.e., radiation therapy), ii) tumour aggressiveness, iii) tu-
mour resistance to treatment, and iv) metastatic propen-
sity. The choice of the clinical question should be based 
on the clinical importance and the amount of available 
patient data. Although it is relatively easy to train a ma-
chine learning algorithm with homogeneous data (labo-
ratory conditions), the challenging and exciting part is to 
validate your model using heterogeneous data from mul-
tiple institutions to introduce variability (real-life condi-
tions). Only if such requirements are satisfied the mod-
el could make robust, accurate predictions on unknown 
cases. Therefore, Radiomics can be significantly strength-
ened by multi-institutional studies. Regarding the num-
ber of cases that are needed for training and validating a 

model, it depends on the amount of information that can 
be found on the imaging features. As a rule of thumb, 10-15 
cases are needed for each feature that will contribute the 
final Radiomic signature [17]. So, for a 15-feature model 
we need at least 150 cases to train, and validate the mod-
el, in case of the use of k-fold cross-validation. Additional 
cases, not used on the development of the model, are re-
quired to test the model, which will provide an unbiased 
evaluation of the model.

Development of Radiomics Signatures
Different phases that should be considered before devel-
oping the final model are the following.

1. Identification of a patient cohort
Even in this era of big data, right patient datasets are sur-
prisingly difficult to build. Identifying a patient cohort is 
a critical part of any Radiomics project. Below we have 
outlined strategies for making good datasets.
 
1.1 Patient cohort homogeneity
Some heterogeneity in the patient cohort may be neces-
sary to achieve sufficient patient numbers, but too much 
heterogeneity not only can dilute the potential impact 
of the findings but also can introduce too much variabil-
ity into the dataset. An example of weakening the effect 
could be including patients whose overall staging var-
ies widely because staging may already be a prognostic 
factor. An example of too much variability in the data-

Fig. 3. Texture entropy is a measure of randomness of the gray-level distribution. Malignant lesions present with significantly 
higher randomness versus benign, possibly reflecting the imaging heterogeneity as disclosed in contrast-enhanced T1-w MRI im-
ages. Red colours are compatible with high entropy values, green with moderate and blue with low entropy values.
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set could be involving patients whose treatments vary 
significantly (i.e., widely different regimens compris-
ing different surgery, chemotherapy and radiotherapy 
approaches).

 
1.2 Sample size
Small sample sizes increase both the type-I (incorrectly 
detecting a difference) and type-II (not detecting an ac-
tual difference) error rates. Radiomics studies have been 
published with as few as 15 patients, but there is much 
risk of overfitting the data, and researchers should aim 
for much larger datasets.
 
2. Optimisation of Acquisition Protocols
One of the significant issues in quantitative imaging 
studies is the ample variability regarding acquisition 
protocols and lack of standardisation. Imaging parame-
ters vary depending on the vendor, the type of hardware 
and software available on the imager, the radiologist, 
and radiographer who are conducting the examination. 
So, comparing results across different institutions can 
be challenging.

Therefore, it is vital to develop and follow standardised 
acquisition protocols that can guarantee accurate, repro-
ducible, repeatable results for further analysis.

3. Tumour Segmentation 
After acquiring an imaging dataset (CT, MRI or PET), the 
next step in the Radiomics workflow is the segmentation 
of the region of interest (ROI). Manual tracing of ROIs 
might have high inter-user variability, especially for mo-
dalities like MRI, which may affect the Radiomics image 
features. One of the main reasons of active research in 
the field of segmentation is to reduce inter-user variabil-
ity by the use of semi- or fully automated segmentation 
tools, however even if those algorithms are successful 
the final result should always be verified by a board-cer-
tified radiologist. 

A more recent approach is the delineation of the differ-
ent physiologically distinct regions (e.g. blood flow, cell 
density, necrosis and oedema) within the tumour, also 
known as habitats [11]. The Radiomic features can then 
be extracted for each of these habitats.

 
4. Feature Extraction
The primary objective of Radiomics is to provide a compre-
hensive assessment of the imaging phaenotype using auto-
mated data extraction algorithms. The latter can be served 
by calculating a large number of computational, quanti-
tative features that capture a wide variety of phaenotypic 
traits. Radiomic features can be classified into agnostic and 

Fig 4a. Univariate analysis can be used to perform feature re-
duction, by identifying the relevant features. In this example, 
the initial number of features evaluated was 1781, and after 
correlation analysis to identify and remove redundant fea-
tures, they were reduced to 1154, from which only 484 (6 of 
them are shown) presented with statistically significant dif-
ferences between the two classes that were HPV (+) or HPV (-) 
oropharyngeal cancers.

Fig 4b. Following to the application of feature reduction tech-
niques, only 2 features extracted from post-contrast CT images 
(original_shape_Max2DDiameterSlice and exponential_glrlm_
RunVariance) survived and provided a Radiomic signature that 
was capable to differentiate HPV(+) from HPV(-) oropharynge-
al cancers. The accuracy of various machine learning algo-
rithms is shown, with generalised linear model via penalised 
maximum likelihood (GLMNET) providing the highest Area 
Under Receiver Operating Characteristsic (AUROC) of 0.7545.
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semantic. Semantic features are commonly used by radiol-
ogists to describe lesions like diameter, volume, morphol-
ogy, while agnostic features are mathematically extracted 
quantitative descriptors, which are not part of the radiol-
ogists’ lexicon. These features are identified by algorithms 
that capture patterns in the imaging data, such as first-, 
second-, and higher-order statistical determinants, shape-
based features and fractal features. First-order statistics can 
be used to describe voxel values without concern for spatial 
relationships. These measures can be used to quantify phae-
notypic traits, such as overall tumour intensity or density 
(mean and median of the voxels), or variations (range or en-
tropy of the voxels). There is also shape- and location-spe-
cific features that capture 3-dimensional shape character-
istics of the tumour. Second-order statistical features can 
take spatial relationships of contrast between voxels into 
account. They are also referred to as texture features. Tex-
ture is defined as “a regular repetition of an element or pat-
tern on a surface with the characteristics of brightness, col-
our, size and shape”.

Examples of texture features include the gray-level 
co-occurrence matrix, gray-level dependence matrix, 
gray-level run-length matrix, and gray-level size zone 

matrix (Fig. 2). These matrices describe textural dif-
ferences based on grey tone spatial dependencies. Ad-
vanced methods, such as wavelet and Laplacian of Gauss-
ian filters, can be applied to enhance complex patterns 
in the data that are difficult to quantify by eye (Fig. 3).

5. Feature Selection
Since a large number of features is extracted, it is ad-
vised to utilise feature selection methodologies to iden-
tify non-redundant, stable and relevant features that are 
more likely to result in models with better performance 
(Fig. 4a). Stability can be assessed in terms of consisten-
cy of the features in a test-retest setting or in terms of 
robustness of features to variations in tumour segmen-
tation [10]. A basic approach to remove redundant fea-
tures is the correlation-based feature elimination [13]. 
Many other feature selection methods are available to 
reduce the dimensionality. These methods can be divid-
ed into three categories, namely filter, wrapper and em-
bedded methods. Filter methods perform feature rank-
ing and selection based on statistical measures and they 
are characterised by their computational efficiency, gen-
eralisation and robustness to overfitting. Filter meth-

Fig 5. Hierarchical cluster analysis was done using 15 texture features extracted from b1000 diffusion images obtained on pa-
tients with pancreatic cancer and normal controls. The Radiomic Signature comprised these 15 texture features provided with 
very high discrimination accuracy between Controls and Patients (only one patient P09 was misclassified).
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ods can either rank features independently (univariate 
methods), by ignoring the relationship between features, 
or take into account the dependency between features 
(multivariate methods). Univariate filter methods are 
usually used as a pre-processing step since redundancy 
is not analysed. In wrapper methods, searches to iden-
tify subsets of relevant and non-redundant features are 
performed and each subset is evaluated based on the per-
formance of the model generated with the candidate sub-
set. These methods are susceptible to overfitting and are 
computationally expensive. The embedded methods per-
form feature selection and classification simultaneous-
ly, taking advantage of their own feature selection meth-
ods and learning which features create a more accurate 
model. In comparison with wrapper methods, embedded 
methods are computationally efficient [15]. 

6. Model Development
After feature selection, a set of non-redundant, stable 
and relevant features can be used to develop a mod-
el that will try to answer the selected clinical ques-
tion, the so-called ground truth variable (Fig. 4b). 
Depending on whether the result of the clinical ques-

tion is a continuous or a discrete variable, different 
methods should be used. When working with contin-
uous variables, regression methods, such as, Linear, 
Cox (Proportional Hazards), Regression Trees, Lasso, 
Ridge, ElasticNet or others can be used (Fig. 5). As for 
discrete variables, we can use classification methods 
such as Naïve Bays, Support Vector Machines, Deci-
sion Trees, Random Forests, KNN, Generalised Linear 
Models, Bagging and others (Fig. 6) [16]. To evaluate 
the obtained model, the cohort should be divided into 
two different subsets, the training, used to developed 
the model, and the testing, used only for validation 
and evaluation of the model developed. In the case 
of shortage of data, one way to deal with this prob-
lem is to utilise a cross-validation approach that com-
prises the separation of the cohort into training and 
testing sets [15]. In k-fold cross-validation, the origi-
nal sample is randomly partitioned into k equal sized 
subsamples. Of the k subsamples, a single subsample is 
retained as the validation data for testing the model, 
and the remaining k−1 subsamples are used as train-
ing data. The cross-validation process is then repeat-
ed k times (the folds), with each of the k subsamples 

Fig 6. The most common categories of algorithms used in Machine Learning.
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used exactly once as the validation data. The k results 
from the folds can then be averaged to produce a sin-
gle estimation.

Clinical Applications of Radiomics in Oncology
When considering potential clinical applications of 
Radiomics, several questions need to be addressed, 
including: Can imaging features inform about essen-
tial genomics features? Can integration of imaging and 
genomics features lead to higher power in prediction? 
Is it possible to decide about targeted therapy based 
on imaging-genomics association results? Can imag-
ing serve as a virtual biopsy since it is non-invasive, 
covers the complete tumour, and is highly repeata-
ble? The first publication trying to address the latter 
questions was published by Segal E, et al. [18], posed 
the question whether imaging features could predict 
gene expressions and managed to show that 28 image 
features could reconstruct 78% of a liver cancer gene 
expression profile. Additionally, it has been demon-
strated that features such as the tumour image heter-
ogeneity are associated with genomic heterogeneity 
and are correlated with increased treatment resist-
ance and metastatic probability [19-21]. 

Tissue Characterisation 
Wibmer, et al. [21] showed that texture features could 
discriminate cancerous from noncancerous prostate tis-
sue on both T2-weighted MR images and ADC maps in a 
cohort of 147 men with biopsy-proven prostate cancer. 
Radiomic features extracted from plain CT images have 
been used to classify a pulmonary nodule as benign or 
malignant [22-25]. Kido, et al. [23] showed that the frac-
tal dimensions for bronchogenic carcinomas were sig-
nificantly smaller than pneumonias and tuberculomas 
(p<0.0001). Petkovska, et al. [24] showed that Gray Lev-
el Co-OcurrenceMatrix (GLCM) textures extracted from 
contrast-enhanced CT can accurately identify malignant 
from benign nodules, while visual inspection by three 
experienced radiologists performed worse in malig-
nant-benign nodule differentiation. Combining shape-, 
size, and histogram-based features has been shown to 
improve the differentiation between malignant and be-
nign nodules [25]. In another study [26], it was shown 
that texture analysis can perform preoperative stratifi-
cation of thyroid nodules with high sensitivity and spec-
ificity on multi-institutional Diffusion Weighted Imaging 

datasets. The developed model comprised of texture fea-
tures correctly classified 89% of the nodules from 18 pa-
tients in an independent validation dataset (AUC: 0.97, 
Sensitivity: 92% and Specificity: 96%).

Disease Prognosis
CT texture and histogram analysis allowed independent 
prediction of overall survival in patients treated with 
induction chemotherapy in locally advanced squamous 
cell carcinoma of the head and neck. The authors iden-
tified 2 texture and histogram features namely, primary 
mass entropy and histogram skewness to be independ-
ent predictors of overall survival [27]. Several studies 
[28-30] have reported correlations between Radiomic 
signatures extracted from CT images and disease-free 
survival (DFS). Parmar, et al. discovered a Radiomic sig-
nature comprising of size, intensity, shape, texture and 
wavelet features to have an association with lung can-
cer prognosis, stage and histology [31], and Coroller, et 
al. developed and validated a signature that correlated 
with presence of distant metastasis [32]. Using tumour 
habitats segmentation approach, Zhou et al. were able to 
distinguish different survival groups (<400 days or >400 
days) [33], while Gevaert et al. were able to find Radiom-
ic features that significantly correlated with survival and 
molecular subgroups [34].  

Tumour Staging
It has been shown by various studies that Radiomic fea-
tures are able to differentiate between various tumour 
stages. Radiomic features extracted from PET images were 
able to differentiate stage I and II from stage III and IV in 
42 patients with cervical cancer [33]. In particular, Run 
Length Matrix (RLM) percentage texture was found to be 
most associated with cervical tumour stage. Early identi-
fication of tumour stage using imaging phaenotypes may 
improve patient stratification into different subgroups, 
subsequently optimising treatment outcomes. Towards 
this extent, texture features extracted from Laplacian of 
Gaussian (LoG) filtered plain CT images were found to pre-
dict high stage lung tumours (>stage II) [34]. In another 
study [35], comprised 40 patients with oesophageal can-
cer who underwent PET examination, Standarised Uptake 
Value (SUVmax), GLCM-entropy, and GLCM-energy were 
found to be significantly correlated with T and N stage. In 
particular, a GLCM-entropy value >4.70 could accurately 
identify tumours with stages above stage IIb [35].
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